**ABSTRACT**
Processes that control permafrost warming in Alpine regions are still not completely understood. Recently, geoelectrical monitoring has emerged as a useful tool to investigate thawing and freezing processes. However, high resistive environments and harsh environmental conditions pose very unfavourable conditions for automated resistivity measurements. Based on the results of several test studies, an improved data acquisition system for geoelectrical monitoring of frozen soils was developed. Furthermore, the implementation of algorithms for statistical analysis of raw data time series led to a significant improvement in the reliability of inversion results. At two Alpine sites, namely Mölltaler Glacier and Magnetköpfl/Kitzsteinhorn, the adapted system was tested at soil temperature conditions between 0°C and –12°C. Data was continuously collected at both locations over nearly a full seasonal cycle. The results showed an almost linear dependency of resistivity and temperature at values above –0.5°C. At lower temperatures, the relation was non-linear, indicating that the reduction of porosity due to the shrinking of connected brine channels was the dominating process that determined the value of resistivity. Based on the derived results, further improvements were suggested, especially for measurements at soil temperatures below –4.5°C as low injection currents make it extremely challenging to gather these.

**INTRODUCTION**
In the Alpine Region climate warming causes a successive deepening of the active layer of permafrost regions (e.g., Kroisleitner et al. 2011). Consequently, mass-wasting processes are encouraged, which may affect even valleys below the periglacial belt. Detailed knowledge about underlying processes is still lacking.

Consequences of permafrost warming include the increase of permafrost creep rates due to the presence of unfrozen water causing a reduction of frictional resistance (French 1996, Hoelzle et al. 1998, Ikeda et al. 2003), a possible decrease of slope stability (Zimmermann and Haeberli 1992, Matsouka et al. 2003, Gruber and Haeberli 2007) and a reduction in rock wall stability (Noetzli et al. 2003, Davies et al. 2003). As a result, permafrost thawing could produce serious and far reaching environmental and engineering problems in permafrost regions and beyond (Smith 1993, Haeberli et al. 1998, Harris et al. 2001), causing endangerment of buildings in mountainous areas, e.g. of alpine huts. Therefore, acquiring greater knowledge of freezing and thawing processes in permafrost regions is high priority. The advancement of innovative methods, such as geoelectrical monitoring, allowing all-seasonal, permanent monitoring of remote areas is in demand.

The geoelectrical method determines the distribution of the specific electrical resistivity within the subsurface. The specific electrical resistivity mainly depends on porosity, water saturation, conductivity of pore fluid and clay content, and to a minor extent on particle shape and pore geometry. During the process of permafrost thawing and freezing, the volume fraction of the fluid phase (equivalent to a change in porosity), the connectivity of fluid areas and the salinity of the pore fluid is expected to vary. Therefore, geoelectrical monitoring could be an appropriate tool to investigate such processes.

**THE APPLICATION OF GEOELECTRICS IN PERMAFROST Monitoring: A State-Of-The-Art Review**
The applicability of the geoelectrical method for permafrost investigations was demonstrated by several authors, e.g. by Kneisel et al. (2008), Hauck (2002), Hauck et al. (2003), Marescot et al. (2003), Vanhala et al. (2009), Laxton and Coates...
TABLE 1
Overview on permafrost monitoring activities, described in recent literature (all values to the best of our knowledge).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of profiles</td>
<td>81</td>
<td>81</td>
<td>30</td>
<td>127; 3 arrays overlapping (41, 61, 41)</td>
<td>48</td>
<td>30</td>
<td>41</td>
<td>36</td>
<td>36</td>
<td>36</td>
</tr>
<tr>
<td>Number of electrodes</td>
<td>80 (\times) 80 m</td>
<td>80 m</td>
<td>58 m</td>
<td>276 m</td>
<td>5 m</td>
<td>2 m</td>
<td>1.5 m</td>
<td>1m (\times) 2m</td>
<td>1.8 m (\times) 2 m</td>
<td></td>
</tr>
<tr>
<td>Electrode Type</td>
<td>Stainless Steel</td>
<td>Stainless Steel</td>
<td>Stainless Steel</td>
<td>Stainless Steel</td>
<td>Stainless Steel</td>
<td>Stainless Steel</td>
<td>Stainless Steel</td>
<td>Stainless Steel</td>
<td>Stainless Steel</td>
<td></td>
</tr>
<tr>
<td>Spacing</td>
<td>(1 \text{ m})</td>
<td>(1 \text{ m})</td>
<td>(2 \text{ m})</td>
<td>(1.53 \text{ m}, 4.6 \text{ m}, 1.53 \text{ m})</td>
<td>(5 \text{ m})</td>
<td>(2 \text{ m})</td>
<td>(1.5 \text{ m})</td>
<td>(1 \text{ m}, 2 \text{ m})</td>
<td>(1.8 \text{ m}, 2 \text{ m})</td>
<td></td>
</tr>
<tr>
<td>Configuration</td>
<td>Gradient</td>
<td>Gradient</td>
<td>Wenner, Schlumberger, Gradient</td>
<td>Wenner, Schlumberger, Gradient</td>
<td>Wenner</td>
<td>Wenner</td>
<td>Wenner</td>
<td>Wenner</td>
<td>Wenner</td>
<td></td>
</tr>
<tr>
<td>Number of data sets</td>
<td>544 (at date 29.3.2013)</td>
<td>180</td>
<td>7</td>
<td>4</td>
<td>110</td>
<td>4</td>
<td>20</td>
<td>16</td>
<td>5(\times)8</td>
<td></td>
</tr>
<tr>
<td>Number of data points</td>
<td>2600</td>
<td>2600</td>
<td>135</td>
<td>1550</td>
<td>n/a</td>
<td>135</td>
<td>190</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>Frequency of Measurements</td>
<td>daily</td>
<td>daily</td>
<td>daily since April 2009 (summer 3, winter 2 per day)</td>
<td>once per month in February, May, June, July, August, September, and October 2007</td>
<td>sporadic; at least one measurement every Aug./Sept.</td>
<td>variable, yearly, with some monthly and daily periods</td>
<td>sporadic, August - September</td>
<td>annually - snowfree period</td>
<td>sporadic (\times) daily</td>
<td></td>
</tr>
<tr>
<td>Current range [mA]</td>
<td>0.001-2</td>
<td>0.03-2</td>
<td>0.001-200</td>
<td>&gt; 0.2</td>
<td>0.02-2</td>
<td>n/a</td>
<td>&gt; 0.2</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>Resistivity range [kOhm(\times)]</td>
<td>50-1500</td>
<td>1-200</td>
<td>0.6-3.5</td>
<td>1-2000</td>
<td>10-1000</td>
<td>1-2</td>
<td>1-80</td>
<td>1-25</td>
<td>1-1000</td>
<td>2-300</td>
</tr>
<tr>
<td>Contact resistance</td>
<td>n/a</td>
<td>n/a</td>
<td>&lt; 10 kΩ</td>
<td>1-100 Ω</td>
<td>up to 500 kΩ</td>
<td>n/a</td>
<td>n/a</td>
<td>3-40 kΩ</td>
<td>5-&lt;400 kΩ</td>
<td>20-500 kΩ</td>
</tr>
<tr>
<td>Data error estimation</td>
<td>raw data statistics</td>
<td>data statistics</td>
<td>Filtering, de-Spiking, reciprocity</td>
<td>DOI index (Oldenburg and Li 1999)</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>RMS error</td>
<td>4-25%</td>
<td>3-26%</td>
<td>3%</td>
<td>10-20 %</td>
<td>4-5%</td>
<td>2-4 %</td>
<td>6-18 %</td>
<td>2-3 %</td>
<td>2.2-15 %</td>
<td>2.5-8.5 %</td>
</tr>
<tr>
<td>Inversion software</td>
<td>EarthImager</td>
<td>EarthImager</td>
<td>Res2DInv (Kemna 2000)</td>
<td>CRTomo</td>
<td>Res2DInv</td>
<td>Res2DInv</td>
<td>Res2DInv</td>
<td>Res2DInv</td>
<td>Res2DInv</td>
<td></td>
</tr>
<tr>
<td>Active layer thickness</td>
<td>n/a</td>
<td>n/a</td>
<td>5 m</td>
<td>n/a</td>
<td>4-7m</td>
<td>5 m</td>
<td>2-6 m</td>
<td>5 m</td>
<td>1 m</td>
<td>2 m</td>
</tr>
<tr>
<td>min. Temperature (-1 m)</td>
<td>-12°C</td>
<td>-7.5°C</td>
<td>-1.5°C</td>
<td>-4°C</td>
<td>no successful measurements in winter</td>
<td>-3°C</td>
<td>only summer</td>
<td>-0.8°C</td>
<td>-8.5°C</td>
<td>-0.8°C</td>
</tr>
</tbody>
</table>

(2010), Oldenborger (2010), Rödder and Kneisel (2012) and Lewkowicz et al. (2011). Some recent papers also describe the application of geoelectrics for repeated measurements of the same profile at different seasonal periods (e.g., Sass 2004, Krautblatter and Hauck 2007, Ribolini and Fabre 2007, Noetzli et al. 2008, Hilbich et al. 2009, Schneider et al. 2011). E.g. Hilbich et al. (2008) presented a 7-year monitoring study, using electrical resistivity tomography and thermal monitoring at Schilthorn. Almost all authors stress the importance of developing advanced algorithms to estimate data errors. For this purpose Hilbich et al. (2009) used the DOI index technique (Oldenburg and Li 1999), whereas Krautblatter et al. (2010) suggest the
reciprocity principle (Slater et al. 2000). However, publications about permanent geoelectrical installations with at least daily measurements over a longer period are very scarce (Table 1). Although several test studies are reported to be taking place or to have commenced at the time of writing (pers. comm.), the only published case study known to us is the one by Hilbich et al. (2011). They describe the results from a one year monitoring period at Schilthorn, with a measurement rate of several sections per day, obtained with an automated Geotom multi-electrode resistivity instrument.

Table 1 gives an overview of the major parameters of recently published permafrost monitoring attempts, including selected major publications describing the results from repeated measurements and the results from this paper for comparison. The table shows that, except for the Schilthorn site where only resistivities below 2 kΩm were detected, subsurface resistivities could range from 1 kΩm to values as high as several MΩm. In such cases, only currents between 0.2 and 0.02 mA could be injected. It is also interesting to note that at all previous sites, minimum soil temperatures were above −4°C and that at all sites (except Schilthorn), measurements were only performed during the spring, summer and autumn seasons, when most probably the surface layer was not frozen. Thus, measurements were most probably performed at times when a significant amount of connected brine channels in the subsurface were still available. Hence, problems related to bad electrode contact due to freezing of electrodes could be minimized. Moreover, it seems that the Schilthorn site represents an exceptional case, with very favourable parameters for geoelectrical monitoring (low contact resistances, low resistivity values), but is, in comparison to other test sites, rather unusual as a permafrost monitoring site.

Recently some work was also done on capacitive coupled measurements, which could help to minimize the influence of high contact resistivities on the geoelectrical results. Hauck and Kneisel (2006) compared a capacitively-coupled AC resistivity system and a standard galvanically-coupled DC multi-electrode resistivity system in terms of permafrost detection. Kuras et al. (2011) applied Capacitive Resistivity Imaging (CRI), a low-frequency, capacitively-coupled measurement approach, in order to emulate ERT without the need for galvanic contact on frozen ground. A prototype instrumentation was developed and applied to laboratory experiments, simulating permafrost growth, persistence and thaw in bedrock.

At the Geological Survey of Austria, research for geoelectrical permafrost monitoring was started in 2006 with the adaptation of the geoelectrical monitoring system Geomon®©, followed by several field tests at the Sonnblick observatory, on frozen lakes and in ice caves (Supper et al. 2010, Hausmann et al. 2010).

To conclude, the review of literature documented that several attempts have been made in recent years to complete tests in geoelectrical permafrost monitoring. However, hardly any complete time series for whole seasonal cycles exist and most tests were performed at comparatively “high” subsurface temperatures (>−4°C). Moreover, published research results show that conventional geoelectrical instrumentation and inversion must be adapted to suit the special requirements of permafrost monitoring.

THE ELECTRICAL CONDUCTIVITY OF FROZEN SOIL AND ICE
Review of the theoretical background

For most sediments and rocks we can assume that the rock matrix (excluding clay fractions) does not contain any conductive material and therefore the electrical conductivity is determined by the electrolytic conduction of fluids present within the pore space or inside fractures. Consequently, the DC conductivity of porous or fractured subsurface matter depends on porosity, saturation of the pore space and conductivity of the pore fluid, as well as on the connectivity of possible migration paths, their tortuosity and clay content.

Under standard conditions, water freezes at 0°C. For salt solutions, however, the situation is different. Where the salt concentration of the initial liquid is below the eutectic composition, ice forms progressively during freezing. The residual liquid then becomes more saline until the eutectic temperature is reached, at which point the remaining liquid suddenly freezes to the eutectic composition of ice and salt hydrate (Stillmann et al. 2010, Marion and Grant 1994). Above the eutectic temperature (−4.15°C for MgSO₄, −21.2°C for NaCl and −51.15°C for CaCl₂; Grimm et al. 2008) as temperature decays, ice interlayers first begin to form in the central portions of water filled pores (Derjaguin and Churaev 1978) and connected brine channels, responsible for static (DC) conductivity, developing around the ice nuclei, provided that the initial concentration of the solution is above 3 mM (Grimm et al. 2008). A concentration of 3 mM is equivalent to approximately 333 mg/l of CaCl₂, 175.2 mg/l of NaCl and 360 mg/l of MgSO₄, a concentration usually found in mineral waters. To calculate the DC conductivity, Archie’s Law (Archie 1942) can still be applied (factor m = 2; Grimm et al. 2008), highlighting the non-linear relationship between unfrozen water content and DC conductivity. Below this threshold, brine exists inside isolated brine pockets and therefore does not contribute to DC conductivity. Some measurements of the authors showed that pore fluids of Alpine permafrost soils usually have very little mineralization because they originate directly from precipitation or snow melt, although there is a lack of detailed studies on this. Therefore we assume that the latter situation will prevail. Consequently, in such a case the DC conductivity is solely determined by the conductivity of the comprised ice, which is based on protonic point defects in the hydrogen-bounded ice lattice (see below for further description) and is orders of magnitudes lower (approximately 10⁻⁸ Sm⁻¹ at −10°C to 10⁻¹⁰ Sm⁻¹ at −40°C; Grimm et al. 2008). Only at temperatures very close to 0°C, might connected channels exist. Laboratory measurements also showed that in substrate with pore diameters less
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than one micrometre, connected brine channels could not develop. However, for clay-like substrates, e.g. montmorillonite, an enhanced DC conductivity (almost three orders of magnitudes higher than other substrates with comparable specific surface area) was found, attributed to surface charge (cation) and/or proton mobility in thin films of H$_2$O within swelling clay interlayers (Stillmann et al. 2010).

Similarly, several other authors report that as freezing continues, mobile ions can also be found in continuous thin films of unfrozen, interfacial water, lining the soil particle pores (Murrmann 1973, Moore and Maeno 1993). Their thickness depends on the surface forces of the substrate (Derjaguin and Churav 1986) and decreases with temperature. Moore and Maeno (1993) reported that soils with only ice-hydrophobic boundaries contain mobile molecules until temperatures reach −15°C to −20°C, whereas in systems with ice-hydrophilic boundaries, mobile ions can be found even at temperatures between −50°C and −100°C. The special structure and behaviour of very thin films is very different from that of water in bulk (Derjaguin and Churav 1978) and therefore involved processes are quite complex. Further details on processes and the calculation of ice/free water proportions are given by Derjaguin and Churav (1986), Komarov (2003), Lukin et al. (2008) and Komarov et al. (2012), whereas Frolov (2003) developed a complex macrosystem model of frozen ground.

As stated above, where there is sub-eutectic composition, conductivity sharply decreases when cooling below the eutectic temperature takes place. Below the eutectic temperature, and assuming initial conditions below eutectic composition, segregated ice is surrounded by the eutectic mixture of ice and hydrate, whereas hydrate seems to be connected (Grimm et al. 2008). DC conductivity is then dominated by the conductivity of the hydrates, which is based on the same principles as that of massive ice (i.e., protonic point defects and migration of protons through the lattice), but is much higher.

Hobbs (1974), Glen (1974, 1975), Glen and Paren (1975), Petrenko (1993), Wolff et al. (1997), Petrenko and Withworth (1999) and De Koning and Antonelli (2007) gave very comprehensive reviews on the electrical properties of massive ice. Petrenko (1993) focused on the theory of Jaccard (1959) to explain the empirically derived properties of ice. This model is based upon the concept of two different types of charge carriers, namely ionic (H$_2$O$^+$ and OH$^-$ ions) and Bjerrum defects (L- and D-defects), and changes occurring in the ice structure due to the motion of these defects, triggered by thermoactivation. Additionally, impurities (HF, HCl, NH$_3$, KOH, NaOH, KCl, NH$_4$) can drastically change the protonic carrier concentration. He further reported that ice shows a static (DC) conductivity ($\sigma$$_S$) and a high-frequency conductivity ($\sigma$$_H$). The first one is three orders of magnitude lower, since for static (DC) conduction majority charge carriers (intrinsic Bjerrum defects for pure ice) as well as minority charge carriers (intrinsic ionic defects) are required to move. Therefore, the latter dominates DC conduction (Grimm et al. 2008). The transition frequency, called Debye frequency, is temperature dependent and changes from 10$^3$ Hz (0°C) to zero at low temperatures (Petrenko 1993). If a steady electric field is applied to ice, the frequency dependence generates an unusual time dependency of the electric current through it, which can be approximated by an exponential decrease from $E$ $\sigma$$_S$ to the constant value $E$ $\sigma$$_H$.

Figure 1a (compiled after Grimm et al. (2008) and Stillman et al. (2010)) demonstrates the characteristic temperature dependency of different material. Sand and impure ice with a high ion concentration of 100 mM clearly show an abrupt increase of resistivity below the eutectic temperature, being indicative for brine channel conductivity. For sand and impure ice at a concentration of 1 mM as well as for montmorillonite in general, this change is not apparent. This might be due to a lack of connected brine channels, even above the eutectic temperature. At 1mM resistivities in general are much higher than at 100 mM. The lower resistivity of sand, compared to that of impure ice at 1 mM, might be due to an additional conductivity along thin liquid water layers lining soil particles. This effect is even more dominating for montmorillonite, which shows a much lower resistivity at 1 mM compared to impure ice and sand.

Implications for permafrost monitoring
For permafrost measurements in the Alpine area a limited temperature range can be assumed. Based on the available data from Magnetköpfl/Kitzsteinhorn (most of the time no snow cover), the minimum temperature at 0.8 m depth was around −12°C, whereas at Sonnblick (thick snow cover during winter, Fig. 1b) −7°C could be recorded at 1 m depth, and −2.5°C at 7 m depth. This range is indicated as shaded area in Fig. 1a. Consequently, based on the result from Fig. 1a and assuming a concentration of 1mM, (which seems to be realistic for most areas as upper value), we can expect a resistivity between 0.5 and 10 kΩm for montmorillonite, 500–200 kΩm for saturated sand and 60 kΩm to 2 MΩm for impure ice. For temperatures close to 0°C, partial melting, super-cooling and/or the development of brine channels takes place even at low ion concentrations.

The findings from our literature study suggest several problems for permanent geoelectrical monitoring installations on frozen ground. One arises from the exponential time dependency of the electric current after the start of the injection. Hence, the application of a constant voltage might result in a variable injection current. Therefore we have to introduce a sufficient time delay between the start of the current injection and potential data sampling in order to allow the stabilization of the input current, or to adjust the current also during potential sampling by changing the applied voltage.

According to Petrenko (1993) further attention has to be put on the proper contact between electrode material and soil. Usually metal electrodes, like stainless steel, are used. Since metals are electronic conductors and ice is a protonic conductor, it is difficult to ensure efficient charge exchange. This might have
significant effects for current injection into the subsurface. First of all, it could be difficult to ensure a stable DC flow through the metal/ice interface.

Secondly, current flow has to be high enough to obtain a sufficient signal-to-noise ratio for accurate potential difference measurements.

For long term monitoring applications, electrolytic decomposition of ice at electrode surfaces could also cause severe problems when low DC voltages (6–30 V) are applied. At the contact surface between ice and the metal electrode, sublimation occurs and a nonconductive gas layer is built, and consequently the bound is eliminated. The approximate response time for these processes is in the range of minutes (Petrenko and Qi 1999, Petrenko and Courville 2000, Haehnel 2001).

Another important issue is related to the question, if and how ice temperature and structure is changed due to the repeated injection of direct current. Petrenko and Ryzhkin (2011) showed that a DC current, applied to ice, causes Joule and non-Joule heating, in some special cases also non-Joule cooling, whereas the effect of non-Joule processes is larger at deeper temperatures. However, the whole effect is very short-lived (Petrenko and Ryzhkin 2011) and partially equalized by the reversed current injection.

Further problems emerge during the start of the thawing period. At that time a very thin but conductive surface layer could develop, which acts as a preferential flow path for a short-cut current along the soil surface directly between electrodes. Since its conductivity can be much higher than brine channel conductivity (Caranti and Illingworth 1983, Petrenko and Ryzhkin 1997, Khusnatinov et al. 1997) and the layer thickness is very low, it cannot be handled by conventional inversion routines, thus producing inversion artifacts.

The findings above imply that permafrost monitoring by geoelectrical measurements could encounter several difficulties, which have to be taken into account when designing a proper measuring technique. Apart from that, additional challenges are posed by the measurement of very high resistivities, the operation of a system at very remote locations and at very deep temperatures, and the selection of a robust and long lasting power supply.

DEVELOPMENT OF AN IMPROVED MEASURING TECHNOLOGY FOR PERMAFROST MONITORING

Measurement of ERT profiles in highly resistive environment - considerations regarding limiting parameters of available DAQ systems

Conventional geoelectrical surveys are usually carried out in geological environments exhibiting resistivities between 1 and 5000 Ωm. Therefore, commercially available instruments (Table 2) were traditionally optimised for this range of values. Within this resistivity range, a maximum input voltage range of +/- 10 V is usually sufficient to take reliable measurements. Therefore this represents the upper input limit implemented in most commercial systems. As Table 2 shows, only the recent generation of some instruments have higher input ranges. This limitation could cause crucial problems for the measurement of permafrost related phenomena, as will be shown in the following chapter.

In frozen soil we typically encounter resistivities between 10 kΩm and 3 MΩm. Traditionally several different electrode arrays are used for geoelectrical exploration (Dahlin and Zhou 2004). For theoretical evaluation of the expected measuring response at the potential input channel of the instrument, we will focus on the Wenner configuration, one of the most commonly applied array types. The Wenner array is a special case of the Schlumberger array (with equally spaced electrodes), which is in turn the special, symmetrical form of the gradient array. For simplicity, we assume the subsurface to be a homogenous half-space with a constant resistivity. Its values will be varied from 500 Ωm to 10 MΩm. With this assumption, the calculated apparent resistivity \( \rho_{app} \) is equal to the true bulk resistivity of the subsurface.

The apparent resistivity, \( \rho_{app} \) is calculated as (Koefoed 1979)

\[
\rho_{app} = 2 \pi \alpha R \text{ meas}
\]

\[
R \text{ meas} = \frac{U \text{ meas}}{I \text{ meas}}
\]
\[ \rho_{\text{app}} \propto \frac{1}{I^2} \]  

(2)

...electrode separation, \( R_{\text{meas}} \)...measured resistance, \( U_{\text{meas}} \)...measured potential difference, \( I_{\text{inj}} \)...injected current.

An empirical formula for the penetration depth of measurements using Wenner configuration is given as \( a/2 \) (Edwards 1976). For most of the areas within the Alpine region, permafrost thawing processes are expected to happen within the first metres of the subsurface. Therefore, electrode arrays starting with a minimum electrode separation of 20 cm up to a spacing of 4 m were used for the following calculations. Inserting equation 2 into equation 1 considering the used units yields

\[ U_{\text{meas}}[V] = 0.001 \cdot \frac{I_{\text{inj}}[mA]\cdot \rho_{\text{app}}[\Omega m]}{2 \cdot \pi \cdot a[m]} \]  

(3)

Consequently, to examine the range of the theoretically expected potential difference, \( U_{\text{meas}} \) was calculated for electrode distances of 0.2, 0.5, 1, 2 and 4 m (equal to penetration depths of 0.1, 0.25, 0.5, 1 and 2 m) and subsurface resistivities between 500 \( \Omega \)m and 1 M\( \Omega \)m. \( I_{\text{inj}} \) was set to 1 mA and 0.01 mA. Figure 2 shows the results of the calculation. It illustrates that for the smallest electrode spacing of 20 cm, only resistivities below 15000 \( \Omega \)m for 1 mA of injected current can be measured, if the potential input limit of the instrument is just +/- 10 V. Since a much higher resistivity is expected for permafrost areas, lower currents in the range of \( \mu A \) (see Fig. 2) have to be injected or the voltage input range has to be enlarged. However, one microampere is at the edge of the resolution of most current sensors, implemented in several of the commercial systems (Table 2). Moreover, some of the systems, operating with constant current injection, allow only a minimum current value of 0.2–1 mA, which could limit the application in frozen regions.

For most geoelectrical instruments the minimum voltage applied for current injection depends on the voltage of the attached battery (typically between 12 and 24 V), which is in some cases not low enough to produce the required injection currents below 1 mA. Moreover, as Table 2 shows, all instruments, used within the published monitoring case studies, offer an input impedance of just 20 M\( \Omega \). Therefore, at high subsurface resistivities during the winter period, a lower measurement resolution and thus, also a higher inversion error has to be accepted. Consequently, we conclude that much attention has to be focused on a proper selection of the survey instrument, depending on the expected subsurface parameters as well as on the evaluation of the reliability of the acquired data.

TABLE 2

Technical specifications of common geoelectrical DAQ instruments (to the best of our knowledge).

<table>
<thead>
<tr>
<th></th>
<th>STINGTM</th>
<th>SuperStingTM</th>
<th>SYSCAL R2</th>
<th>SYSCAL Pro</th>
<th>TERRA METER SAS 300°C</th>
<th>TERRA METER LS</th>
<th>GEOTOM</th>
<th>GEOMON</th>
<th>GEOMON®-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurement principle</td>
<td>dc time series averaging</td>
<td>dc time series averaging</td>
<td>dc time series averaging</td>
<td>dc time series averaging</td>
<td>dc time series averaging</td>
<td>lock-in amplifier</td>
<td>dc time series</td>
<td>dc time series</td>
<td>dc time series</td>
</tr>
<tr>
<td>Output current waveform</td>
<td>rectangle</td>
<td>rectangle</td>
<td>rectangle</td>
<td>rectangle</td>
<td>rectangle</td>
<td>rectangle</td>
<td>sinuss</td>
<td>rectangle</td>
<td>rectangle</td>
</tr>
<tr>
<td>source principle</td>
<td>const. current</td>
<td>const. voltage</td>
<td>const. voltage</td>
<td>const. voltage</td>
<td>const. current</td>
<td>const. current</td>
<td>const. current</td>
<td>const. current</td>
<td>const. current</td>
</tr>
<tr>
<td>Input impedance</td>
<td>&gt; 20 M Ohm</td>
<td>&gt; 150 M Ohm</td>
<td>&gt; 10 M Ohm</td>
<td>&gt; 100 M Ohm</td>
<td>&gt; 10 M Ohm</td>
<td>&gt; 200 M Ohm / 300 k Ohm</td>
<td>&gt; 20 M Ohm</td>
<td>&gt; 20 M Ohm</td>
<td>&gt; 200 M Ohm</td>
</tr>
<tr>
<td>Current sensor resolution</td>
<td>1 mA</td>
<td>&lt;1 ( \mu A )</td>
<td>10 ( \mu A )</td>
<td>4 ( \mu A )</td>
<td>n/a</td>
<td>n/a</td>
<td>1 ( \mu A )</td>
<td>10 ( \mu A ) single measurements, &lt;2 ( \mu A ) averaging</td>
<td>&lt; 1 ( \mu A )</td>
</tr>
<tr>
<td>Current range</td>
<td>1 mA - 500 mA</td>
<td>1 mA - 2 A, error if I &lt; 1 mA</td>
<td>1 ( \mu A ) - 2.5 A</td>
<td>1 ( \mu A ) - 2.5 A</td>
<td>0.2 - 20/500 mA</td>
<td>0.1 mA - 250 mA</td>
<td>1 ( \mu A ) - 200 mA</td>
<td>&lt; 10 TA - 1 A</td>
<td>variable</td>
</tr>
<tr>
<td>Potential input range</td>
<td>+/- 10 V</td>
<td>+/- 10 V</td>
<td>+/- 15 V</td>
<td>+/- 500 V</td>
<td>+/- 600 V</td>
<td>+/- 500 V</td>
<td>+/- 10 V</td>
<td>+/- 50 V</td>
<td></td>
</tr>
<tr>
<td>Max. output voltage</td>
<td>400 V</td>
<td>400 V, 3 kW with booster</td>
<td>400 V, 800 V with booster</td>
<td>400 V, 800 V with booster</td>
<td>160 V, 400 V with booster</td>
<td>250 V</td>
<td>350 V</td>
<td>400 V</td>
<td>400 V</td>
</tr>
<tr>
<td>Minimum applicable voltage as source</td>
<td>n/a</td>
<td>4.8 V</td>
<td>2 V</td>
<td>2 V</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>variable, dep. on current</td>
<td>n/a</td>
</tr>
<tr>
<td>50/60Hz noise filtering</td>
<td>analog filter</td>
<td>analog filter</td>
<td>analog filter</td>
<td>analog+digital</td>
<td>analog filter</td>
<td>analog filter</td>
<td>analog filter</td>
<td>software filter</td>
<td>software filter</td>
</tr>
<tr>
<td>Operation temperature</td>
<td>-20°C to 70°C</td>
<td>-20°C to 70°C</td>
<td>-20°C to 70°C</td>
<td>-20°C to 70°C</td>
<td>-20°C to 70°C</td>
<td>-20°C to 70°C</td>
<td>-20°C to 70°C</td>
<td>-40°C to +85°C</td>
<td>-40°C to +85°C</td>
</tr>
</tbody>
</table>

\( \rho_{\text{app}} \propto \frac{1}{I^2} \)

\[ U_{\text{meas}}[V] = 0.001 \cdot \frac{I_{\text{inj}}[mA]\cdot \rho_{\text{app}}[\Omega m]}{2 \cdot \pi \cdot a[m]} \]
landslides (Supper 2007a). Due to the application of innovative electronic components, data acquisition time was reduced, thus allowing the generation of snapshots of the subsurface structure. For a complete subsurface section, usually between 2000 and 4000 data points are measured within less than one hour (for technical specifications see Table 3).

However, the most important improvement is based on the fact that the new system samples each of the measurements several hundred times (usually between 800 and 2000 samples, which gives a total of 2.25 million potential measurements per survey section) and saves all of these single values. A high sampling rate of 0.2 ms is used to detect noise components with higher frequency. At this sampling rate, at least 200 samples are necessary to cancel out the 50 Hz noise component. However, usually at least 800 samples are taken to make averaging more accurate.

The large amount of single samples for each data point allows for the possibility of applying enhanced noise analysis algorithms and performing an adapted data quality evaluation, directly involving the raw data time series values and not just averages. This innovative process ensures that only those (averaged) data points with the highest quality are used for subsequent data inversion.

Additionally, several options for remote access and data transfer were implemented to the system: measuring results are sent automatically by email each day and system maintenance and data download can be remote-controlled. The results of several test measurements (Supper et al. 2010) showed that for long term permafrost monitoring, further adaptations had to be applied to the Geomon4D system to improve its performance.

As mentioned in the chapter ‘Implications for permafrost monitoring’, severe problems could arise from the fact that the contact resistivity at the electrode-ice border might change during the measuring cycle when injecting currents. This behavior has been indicated by several test surveys. In order to eliminate this effect, two major measures were taken. First, electrodes for current injection and potential measurements were separated. Only every fourth electrode was dedicated for current injection, and the three electrodes in between for potential measurement. This also minimizes possible polarization effects. However, since the gradient configuration was used as a measuring sequence, sufficient coverage can easily be reached. Second, a feedback regulation algorithm was implemented for the current source, which allows current to be stabilized even during the phase of injection in case of changing contact resistivities. Additionally, the developed constant current source was adopted to allow the application of voltages below 12 V to fit the measured signal at very high resistivities to the required input voltage range of +/- 10 V. This requirement was especially pertinent to measurements taken during the thawing period. When thawing starts within the surface layer, very low contact resistivities allow the injection of comparably high currents while subsurface resistivities at shallow depths are still very high. Consequently, even at applied voltages below 12 V the measured potential differences still exceed the input range of several systems (Table 2).

Since permafrost monitoring is usually carried out at very remote and exposed locations, a special module had to be developed for lightning protection, which protects every single input and output channel against overvoltage. Additionally, as access to the installation site of the system would be almost impossible during winter time, a power supply by a fuel cell was implemented and tested, allowing a permanent operation without the need to refuel for more than 8 months. An additional solar power supply was not foreseen due to the danger of lightning strikes. To

![Image](https://via.placeholder.com/150)

**FIGURE 2**
Calculated relation between subsurface resistivity and measured potential difference for an injection current of 1 mA and 0.01 mA.

<table>
<thead>
<tr>
<th>GEOMON4D specifications</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>sampling rate</td>
<td>0.2 ms</td>
</tr>
<tr>
<td>delay between current on a potential sampling</td>
<td>20 ms</td>
</tr>
<tr>
<td>delay between forward and backward current injection</td>
<td>120 ms</td>
</tr>
<tr>
<td>duration of current injection</td>
<td>160 ms</td>
</tr>
<tr>
<td>average time to measure one data point including gain ranging</td>
<td>0.8 s</td>
</tr>
<tr>
<td>average number of samples for permafrost monitoring</td>
<td>800</td>
</tr>
<tr>
<td>number of data points/section</td>
<td>2601</td>
</tr>
<tr>
<td>average deleted data points</td>
<td>200</td>
</tr>
</tbody>
</table>

**TABLE 3**
Technical specifications of the GEOMON4D system.
save power, only one measurement of a full section per day as well as an automatic shut down after the measurement was foreseen. The geoelectrical equipment, fuel cell and batteries were placed in casings especially developed for harsh conditions (see Figs 8 and 14). The exhaust heat from the fuel cell was also used to prevent the geoelectrical system from freezing.

Data quality assessment algorithms to assure the generation of optimized data sets for data inversion

The special capability of the Geomon\textsuperscript{4D} system, i.e. to save all single samples of raw measurements, was used to develop an automatic analysis tool to thoroughly check and analyse the data quality of each measurement. A careful analysis of several thousands of raw samples from field measurements in different geological environments showed that mainly four typical categories of sample shapes exist. Figure 3 illustrates typical examples for these four major categories of raw signals. The top left picture (a) displays a measurement with a very good signal-to-noise ratio, whereas in the top right picture (b) a measurement done at a low injection current is displayed. Due to the high levels of background noise (mainly 50 Hz and multiples) hardly any differences between forward and backward potentials can be derived. The bottom left graph (c) shows again a measurement performed with a very low injection current. Potential differences in this case contain a smooth drift, whereas no 50 Hz (+ multiples) noise component is detectable in the recorded potential signal. This case is typical for non- or badly connected electrodes. Finally, the bottom right chart (d) presents a measurement with a sufficiently strong current injection, whereas potentials show significant drifts which could be due to polarization effects or long periodic background noise.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Typical categories of raw signals measured at the Magnetköpfli/Kitzsteinhorn site; light blue: measured forward potential difference; dark blue: measured backward potential difference; light red: forward current; dark red: backward current.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Results of statistical analysis of a typical measurement; a) standard deviation of apparent resistivity for two different intervals of the raw data time series; b) Signal to noise ratio; c) injection current forward; d) difference between injection current forward and backward; e) f) g) standard deviation for two different intervals of the raw data time series of injection current forward, potential difference forward and potential difference backward respectively; h) Slope of the potential difference forward between two different intervals (1 and 4) of raw data time series; black dashed lines with arrows indicate the filter thresholds.}
\end{figure}
For each single data point of a section the values defined above are calculated.

Based on these findings, the following criteria were used to evaluate the quality of the measurements (Fig. 4 shows the analysis results from a typical measurement):

1. Injection of a constant current should be possible at an adequate level (Fig. 3a). To analyze this, distributions of absolute current values within the whole data set as well as their standard deviations are calculated and cut off values are defined (Fig. 4c, e).

2. Potential differences measured for forward/reverse current injection should show clearly distinguishable levels, significantly above noise level (see Fig. 3b as negative example), and no drifts. Consequently, for each measurement, standard deviations of the potential (forward and backward; Fig. 4f, g), a measure for noise content as well as signal-to-noise ratios (Fig. 4b), defined by formula (4) are calculated:

\[
SN = \frac{1}{2n} \left( \sum_{i=1}^{n} (U_{f,i} - U_{r,i})^2 + \left( \sum_{i=1}^{n} (U_{f,i} - U_{f,i})^2 \right) \right)
\]

(4)

\[
U_{f,i} = \frac{\sum_{i=1}^{n} U_{f,i}}{n}
\]

(5)

\[
U_{r,i} = \frac{\sum_{i=1}^{n} U_{r,i}}{n}
\]

(6)

\(U_{f,i}\)...Potential difference for forward current injection

\(U_{r,i}\)...Potential difference for reversed current injection

To determine a measure of repeatability, the raw data time series are sub-divided into four intervals. In each of the intervals, the average apparent resistivity as well as the standard deviation of these values (Fig. 4a) are calculated.

For each single data point of a section the values defined above are calculated.

Based on the statistical distribution of these values of the whole data set (Fig. 4), thresholds are defined by manually evaluating the different statistical distributions. They are summarized in a threshold matrix. This matrix is then used for filtering all raw data sets for a certain period before data inversion. Since the raw data set comprises a large amount of data, which cannot easily be sent by UMTS connection, the statistical analysis of raw data sets is performed on the remote monitoring system and only the averaged data points and the results of the statistical analysis are sent by email each day. Experience showed that the threshold matrix is in general site dependent and can be used for a period of several months. However, raw data sets are also downloaded every two weeks to check the performance of the filtering (see Fig. 5 for details on the workflow).

Figure 4 gives an example of the results of such a statistical analysis. Black lines and arrows indicate the determined threshold values used for data inversion. Figure 6 compares the inversion results of an unfiltered raw data set (from the Kitzsteinhorn site) with the results of the filtered version. Although rather tolerant thresholds were set, a significant improvement in the inversion error from 78% to 6% can be recognized.

In general, the improvement in data quality turned out to be seasonal dependent. For example at the Kitzsteinhorn site we had to delete around 300 data points in autumn to come down from around 70% to 6% of inversion error, whereas in winter around 800 points had to be discarded to reduce the error from 80 to 20% and during summer only 80–150 to reduce the error from 15 to 4%.
Data inversion
Several authors (e.g., Hilbich et al. 2009, Krautblatter et al. 2010) have already reported in detail about problems related to the inversion of data at high resistivity contrast. Difficulties arise on one hand from the inherent, general ambiguity of geo-electrical data inversion, which is manifested in a tendency of commercially available software codes to smooth out resistivity contrasts. Figure 7 illustrates this effect using forward modelling and successive inversion of the modelled data set, simulating the special resistivity structure at the Kitzsteinhorn test site.

These results highlight the necessity of introducing an automated data quality assessment and filtering procedure into the raw data processing workflow. In several cases, for example during the whole winter period (phase 3) for the Kitzsteinhorn site, meaningful inversion results could only be derived when applying a strict selection, based on such criteria. It has to be pointed out that such a selection is only possible if the instrumentation used for monitoring allows the saving of raw sample data. Consequently, in our point of view, this is a precondition to assessing data quality and to producing high quality results.
Although only the resistivity of the surface layer is assumed to change its value (simulating freezing of the active layer from the surface), the inversion results also show significant resistivity variations at larger depths. On the contrary, the results prove that freezing processes close to the surface can be mapped quite accurately, which confirms the field results from Hilbich et al. (2011).

On the other hand, since the measurement of high resistivities at such low currents is at the edge of what current data acquisition and processing technology can achieve, noise and measuring inaccuracies (e.g. those originating from leakage currents of the amplifier and low input impedances) might result in inversion artifacts. Therefore, in our point of view, a careful assessment of raw data quality, as described above, is a prerequisite to high quality inversion results.

For data inversion results shown in this paper, the AGI EarthImager™ code was used. Other inversion codes (i.e., Loke et al. 2003; Kim et al. 2009), which go beyond the standard smoothness-constrained inversion, were also tested, but they did not lead to significantly better results.

FIGURE 8
Location of the geoelectrical monitoring profile close to the cable car station Eisseehaus at the base of the Mölltaler Glacier (top left); location of the test site within Austria (top right); view on the monitoring line towards “Hoher Sonnblick” in the back; casing of the Geomon® and of the fuel cell.
RESULTS FROM PERMAFROST MONITORING FIELD TEST SITES

The geoelectrical monitoring installation close to the Mölltaler Glacier

Due to its good accessibility even during winter time, an area close to the “Eisseehaus” at the Mölltaler Glacier in the Austrian Alps was selected for the first permanent monitoring installation (Fig. 8). The subsurface at the location of the monitoring profile consists of granite and gneiss partly covered by a thin layer of weathered material. At the end of September 2010, a profile consisting of 81 stainless-steel electrodes, positioned at an equal spacing of one metre, was installed at an altitude of around 2770 m. The adopted Geomon® system, as described before, was used as a measuring device and a SFC Efoy Pro® 600 fuel cell with two methanol tanks as a power supply. Data transfer was implemented using a commercially available USB internet stick from a local mobile telephone company. From October 2010 until mid-July 2011, one complete data set consisting of 2590 single measurements distributed in a gradient array, was measured once a day. The fuel cell had to be refuelled only once in May after 8 months of permanent operation.

Analysis of temperature data

Since no soil temperature data were available for the Mölltal Glacier area, temperature data measured in boreholes close to the Sonnblick observatory (4.5 km distance, but at a higher altitude around 3100 m) were used for interpretation (Fig. 9 and Fig. 10). Since subsurface geology, slope orientation and snow cover is comparable we could assume that the general temperature trend will be similar and only a minor temperature shift can be expected. To validate this, we compared air temperature measurements at Sonnblick (3111 m) with air temperature measurements at Fraganter Scharte (2743 m, 800 m distance from the monitoring site). The results verified that most of the temperature events happen at the same time. Moreover averaged air temperature values showed only differences of 1.5–2°C in winter time, 1.5°C during the spring period and around 1°C during the summer period on an average between the two stations. A comparison of soil and air temperature data from Sonnblick also showed that average air temperature values have to be damped by approximately 50% (respecting a phase shift) to calculate estimated soil temperature values similar to the ones measured at Sonnblick. Consequently, based on these data and calculations, we conclude that we do expect higher soil temperature values at our monitoring site at Mölltaler Glacier compared to the available data from Sonnblick, but only in the range of +0.75 to +1°C. Consequently all plotted values were adjusted by +0.75°C.

Borehole temperature values (Fig. 9 and Fig. 10) at 0.8 m depth clearly show several distinct phases: a period with almost constant values around zero degrees (phase 1) lasted until mid-

FIGURE 9
Comparison between apparent resistivity change for an apparent depth of 1 m at different locations along the profile and adjusted soil temperature for two depths (0.2 m orange dashed line and 0.8 m yellow solid line, soil temperature data originate from borehole at “Hoher Sonnblick”).

FIGURE 10
Comparison between apparent resistivity change for an apparent depth of 4 m at different locations along the profile and adjusted soil temperature for two depths (4 m orange dashed line and 0.8 m yellow solid line, soil temperature data originate from borehole at “Hoher Sonnblick”).
October, when a sudden temperature drop was followed by a time with slowly decaying values, lasting until the end of November (phase 2). At the end of phase 2, surface temperatures dropped suddenly below \(-11^\circ\), thus inducing a sudden decrease of temperature also at 0.8 m depth with a certain delay. This event marks the transition to phase 3 (winter period), characterised by a very constant temperature (average \(-4.5^\circ\)C at a depth of 0.8 m), which lasted until the beginning of April, when it was followed by a sudden rise of temperature (phase 4 till end of April). Afterwards, temperatures smoothly rose again, marking the period of successive thawing of the subsurface (phase 5).

### Analysis of current distributions

Figure 11 shows the statistical distribution of injected currents for different times. During the first days of measurement, most of the injected currents were found between 2 and 6 mA (in fact the maximum range allowed by the system). Some days after the installation, when surface soil temperatures dropped significantly below zero degrees, most of the injection currents were detected in the range between 0.5 and 2 mA, whereas after another major temperature drop in mid-December, mainly currents in the range between 0.05 and 0.3 mA could be injected. Values remained in that low range until the end of April, when most registered currents were again above 1 mA.

### Analysis of apparent resistivity time series

Figure 9 and Fig. 10 also display the change of apparent resistivity for selected configurations, positioned at successive locations along the profile (profile distance 16, 22, 24, 28, 32 and 76 m), for an approximate penetration depth of 1 and 4 metres, respectively. The different characteristic temperature phases are also reflected in the changes of apparent resistivity. Apparent resistivity stayed at a very constant and relatively low value until the first drop in temperature, after which apparent resistivity began to rise continuously. The sharp temperature drop at the beginning of December initiated a strong rise of the apparent resistivity. The following phase is characterised by rapidly changing values, which lasted until nearly the middle of April. It is conspicuous that all apparent resistivity curves follow the same trend, which might indicate a relation with surface conditions (e.g., electrode – soil contact, change of surface layer (first 5–10 cm)). With a delay of more than two weeks compared to the temperature trend, apparent resistivity values reached the original low values again at the end of May.

The five phases can be interpreted in the following way: During phase 1, only freezing of the surface layer with periodical thawing took place. The electrodes penetrated the frozen layer. Variations in apparent resistivity are small. In phase 2, freezing of the surface layer proceeded and apparent resistivity changes are mainly caused by a reduction of porosity due to an increased fraction of frozen water. A significant amount of fluid water is still present within connected channels. In the third phase, apparent resistivity suddenly increases rapidly. We assume that in this phase, almost all brine channels are disconnected. Only a very small and probably very variable amount seems to be still connected. The background conductivity most probably can be attributed to surface charge mobility. Injection currents during this phase were also very low, thus the error in determining values for apparent resistivity is also very high. A comparison of Fig. 9 and Fig. 10 shows that for shallow depths, apparent resis-
ment of connected brine channels. Above 0°C the relation is simply linear. This suggests that in phase 5, apparent resistivity is mainly determined by temperature variations (linear relationship). At the end of the observation period, values reach almost the same level as in autumn the year before. It seems that the curve of temperature dependency of the apparent resistivity follows a hysteresis like curve, whose shape might be used to characterise the active layer of a certain area. A hysteresis like behaviour was already reported by Lukin et al. (2008), Murrmann (1973), Grimm et al. (2008) and Krautblatter et al. (2010) and could perhaps be contributed to the supercooling of the pore fluid (Lukin et al. 2008) instead of freezing point depression. To investigate these dependencies quantitatively in more detail, long time observations as well as soil temperature measurements on the same profile are necessary. It is interesting to note that the change in the temperature-resistivity dependency happened at almost the same temperature (~0.2°C) as was reported by Krautblatter et al. (2010). However, in the Zugspitze test study temperatures were not low enough to recognize a possible non-linear dependency.

Resistivity inversion results
The inversion results (Fig. 13) show a successive penetration of the freezing front, initiated by mid-December, until the beginning of April, when the thickness of the frozen surface layer started to decrease again. The higher inversion error during winter time is most probably due to much lower injection currents (Fig. 11), associated with a larger noise component and a lower measurement accuracy. However, inversion results also showed that resistivity values for depths larger than 5 m
remained at low values (between 1000 and 5000 Ωm) during the whole winter period. Only in spring was a small but general increase of resistivity at medium depth detected due to the usual delay of the temperature minimum for larger depths and/or the infiltration of highly resistive snow melt water. This is also verified by Fig. 10, showing apparent resistivity time series from configurations with a higher apparent penetration depth. The absolute values are much smaller than for an apparent depth of 1m (Fig. 9), and their maximum is shifted towards springtime. Therefore, we can conclude that at this test site no permafrost is present. Consequently, a topographically higher location was chosen as a test site for the following seasonal cycle.

**FIGURE 13**
Selected inversion results covering the monitoring period from October 2010 to June 2011 measured at the monitoring site Mölltaler Glacier.

**Geoelectrical monitoring at the Magnetköpfl/Kitzsteinhorn site**
In October 2011 the monitoring system was removed from Mölltaler Glacier and reinstalled on the north facing ridge of the Magnetköpfl close to the Kitzsteinhorn peak at an altitude of approximately 2920 m a.s.l. (for location see Fig. 14). At this location increasing rock instability due to the disappearance of permafrost as well as the decrease of glacier height followed by a lack of counter pressure onto the flanks of the slope had already been observed (Hartmeyer et al. 2012). To support the interpretation of geoelectrical monitoring data, four temperature sensors were installed at two locations at two different depths (10 and 80 cm b.g.l.) directly on the profile (one location shown in Fig. 14e, Keuschnig et al. 2012).
FIGURE 14
Location of the monitoring site Magnetköpfl/Kitzsteinhorn; a) location of the site within Austria; b) view of the summit area of the Kitzsteinhorn with the indication 39 of the monitoring profile; c), d) view on the monitoring location; e) location of the soil temperature sensors.

FIGURE 15
Results of soil temperature at two different depths (red and brown line) and snow depth (snow depth data was collected approximately 200 m to the monitoring location).

FIGURE 16
Comparison between apparent resistivity change (differences to the first measurement in October) for an apparent depth of 1.5 m at different locations along the profile and soil temperature at a depth of 0.8 m monitored at the Magnetköpfl/Kitzsteinhorn site for the period October 2011 to December 2011 (snow depth data was collected approximately 200 m to the monitoring location).
Focusing on the period between the start of the survey and the breakdown of the fuel cell in detail, three different phases can be recognised: at first, a period with almost constant (sensor at 10 cm) or smoothly decreasing (sensor at 80 cm) temperature is apparent (phase A), followed by a sudden decrease after November 8th till the end of November, after which temperature slightly rose again and stayed almost constant till December 17th (phase B). At this date, temperatures started to decrease again (phase C).

Analysis of apparent resistivity time series
Figure 16 shows selected apparent resistivity values for a pseudo depth of 1.5 m for different locations along the profile. Until December 13th, the apparent resistivity trend correlates well with the changes in soil temperature: a decreasing temperature trend goes hand in hand with an increase in apparent resistivity. Until the beginning of November, apparent resistivity increased very smoothly (phase A). After the sudden temperature decrease at the end of phase A, apparent resistivity rose significantly up to more than 1 MΩm. During phase B, characterised by almost constant average soil temperatures, apparent resistivity on average remained very high, but its absolute values changed rapidly. Finally, after December 13th at the beginning of phase C apparent resistivity suddenly decreased again, although a further temperature decline took place after December 17th, which was not reflected in any obvious change of apparent resistivity.

Analysis of data quality
For data quality assessment, the distribution of currents and the measured voltage was analysed. Figure 18 displays the statistical distribution of injected currents. At the beginning of the monitoring period (phase A) currents between 0.03 and 1 mA were injected (Fig. 18a–e). Soon after, the median value was shifted successively towards lower values (Fig. 18f, current range: 0.01–0.1 mA), until in phase B only very small currents between 0.001 and 0.1 mA (median value around 0.01 mA, Fig. 18g–h) were injected. In phase C, the injected currents were once again shifted to the 0.01 to 0.1 range (Fig. 18i). In June 2012, without exception all injected currents were in the range between 1 and 2 mA (Fig. 18j). A comparison with Fig. 11 shows that at this site much lower currents could be injected during winter time, which is due to the different geological settings of the surface layers (mostly hard rock at Kitzsteinhorn and residual soil at Mölltaler glacier). As mentioned above, only incomplete data coverage is
ning, relatively low values of resistivity are still apparent close to the surface. Successively, more and more high resistivity areas develop within the shallow subsurface, and resistivity at larger depths also slowly decreases (phase A). In phase B, the thickness of the highly resistive surface layer has increased, whereas the resistivity at depth stays almost constant but at a higher level than until November 18th. After December 13th (phase C), the thickness of the surface layer has decreased again, especially in the middle part of the profile. The inverted sections for the spring and summer period (Fig. 21) show a relatively low resistive surface layer (partly thawed surface), whose thickness is increasing with time, and also resistivities at depth are successively increasing. Finally, in September, almost the same resistivity pattern is reached as when monitoring began in October 2011. To investigate the significance of resistivity changes at larger depths, forward modelling (Fig. 7), assuming a successive freezing and thawing of the surface layer for this special site condition, was performed. The results proved that resistivity changes at larger depths can be due to inversion errors and that the results at this site could be fully explained by a simple surface freezing process.

DISCUSSIONS
Within recent years research has focused on improving the data acquisition technology for geoelectrical monitoring of perma-
frost related phenomena. Several field tests proved that it is possible to yield reliable potential difference measurements when injecting low currents into frozen ground, even at soil temperatures below –10°C. However, to derive reliable data much attention has to be paid to the quality of the measuring technology as well as to a comprehensive data quality assessment. First of all, since very low currents have to be injected to measure the high resistivities expected in such environments (100–1000 kΩm), very sensitive current sensors are needed, which should allow the measurement of currents in the range of +/- 1 μA where the surface layer is frozen. The study at hand further shows that inversion results would significantly improve when full raw data samples and not only arithmetic averages of these values are recorded and analysed. This ensures that only reliable high quality measurements (i.e., potential differences definitely caused by the injected current and not by background noise potentials) are used for further data inversion. From the monitoring results at Mölltal Glacier and Magnetköpfl/Kitzsteinhorn, several different phases could be observed within the active layer. At first, during the autumn and early winter period, more and more brine channels got disconnected, resulting in a smooth, non-linear increase of resistivities (several 1000 to 10000 Ωm). During this phase it can be assumed that ionic conductivity is still the governing part of conductivity due to the availability of enough free pore water inside connected channels. However, the available connected fluid phase is reduced successively, which is equivalent to a reduction of porosity. The results showed (Fig. 12) a non-linear dependency between apparent resistivity and temperature ($\rho_{ap} \propto \frac{1}{T^2}$) similar to Archie’s law, provided that proportionality between temperature and porosity exists during this phase of freezing. We conclude that the effect of decreasing pore space is dominating the resistivity-temperature relation (compared to

**FIGURE 20**
Selected inversion results covering the monitoring period from October 2011 to December 2011 measured at the monitoring site Magnetköpfl/Kitzsteinhorn; Phase indication corresponding to Fig. 16 is added to the inversion results.
assumed that, since steel shows a good heat conductance, a local temperature minimum is induced. Thus the soil temperature around the electrode depends a lot on air temperature and might not be equal to the general soil temperature of the surface layer. Consequently, increased freezing around the electrodes is induced thus significantly increasing contact resistance. This could explain why apparent resistivity decreased again after different snow events at different positions along the profile. To verify such a process, however, would require a longer observation interval, video observations of the monitoring line and a more accurate current sensor.

During the spring period, resistivity monitoring clearly shows that the thawing process is very rapid and starts with the thawing of a shallow surface layer beneath a still closed snow cover, thus confirming the results from Hilbich et al. (2011). This effect increases the amount of current that can be injected at 400 V of applied voltage to more than 1 mA (Fig. 19). The resistivity of the active surface layer decreases down until 10 kΩm.

CONCLUSIONS AND OUTLOOK

In general, we can conclude that the developed monitoring technology provided high quality data to monitor freezing and thawing processes. In order to monitor changes even during winter times at soil temperatures below approximately –4.5°C, the accuracy of the current sensor still needs to be improved (an increase of the applied voltage for injection is not practicable in view of power efficiency). Several special problems of measurements at such low temperatures, which were described in the “Implications for permafrost monitoring” chapter, for example, the proper definition of the time delay window to avoid polariza-

FIGURE 21
Selected inversion results covering the monitoring period from June 2012 to September 2012 at the monitoring site Magnetköpfl/Kitzsteinhorn.
tion effects and the eventual influences of Joule heating/cooling, were so far not adequately investigated. Measurements during such low temperature periods should be a special topic of future research, since hardly any monitoring field data is so far available for this temperature range. Here, further field studies, coupled with laboratory measurements, like those conducted by Krautblatter et al. (2010), but extending the temperature range to deeper values, might help to reveal further knowledge.

Forward modelling and subsequent inversion of derived data for the processes expected within the active layer (see Fig. 7) demonstrated that due to large resistivity variations in the shallow subsurface, calculation of resistivity values for deeper areas is still unreliable to a certain degree. This is also due to the possible latent ambiguities of geoelectrical inversion. Therefore, in this paper we did not focus much on the interpretation of resistivity changes at depth. For future application, the direct incorporation of statistically derived error estimates in the inversion routine, as suggested by Kim et al. (2010, 2013a, b), the use of 4D (Kim et al. 2009) and time lapse inversion (Loke et al. 2013) algorithms, as well as of alternative inversion technologies (e.g., Loke et al. 2003, Blaschek et al. 2008, Hermans et al. 2012, Kemna et al. 2002) promises a further increase of model accuracy and should be a target of future research.

From a practical point of view, the use of fuel cells has turned out to be reliable even under harsh conditions, if some basic rules for installation are followed. It can be concluded that they can provide enough power for monitoring a whole seasonal cycle without refuelling.

Finally, it has to be mentioned that an effect of temperature variations on the performance of the electronic components cannot be fully excluded. Therefore, the next version of the Geomon4D equipment will also incorporate a device for temperature stabilization.

We also conclude that, although geoelectrical data acquisition and processing technology have improved significantly within recent years, so far data from only a few monitoring experiments of relatively short monitoring durations are available. However, to derive conclusions related to climate change, monitoring installations over several years or even decades need to be maintained at several locations. Given the frame of available sources of funding nowadays, which mainly envisage research periods of 3–4 years, such long term studies are hardly supported. Therefore, we hope that in future some funds are developed to make long term research possible.
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